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All right. We move swiftly into our final session for the symposium. We are joined by Mark Pellegrino from McMaster University to discuss Accessible Archives, why we don't have them and why AI isn't helping. Mark, over to you.
[bookmark: _rmv4wth7ahlf]Mark Pellegrino
Hi, everyone. Very happy to be the final scheduled presentation today. Um. Okay! So, um, hello, I'm Mark Pellegrino, I’m the Digitization Services librarian at McMaster. Ah, I’ve been working with digitization and digital archives for a very long time. Um, I'm mostly from an audio/video film archives background. I’m new to the world of rare books and working with live textual content. Um, and as I was learning, I decided that obviously my department should make everything we digitize fully accessible and available to everyone. But I was surprised to realize that it's very difficult to do so with, um, with ah, with what I'll call tremendous manual labour. Um, so that's when I started exploring AI solutions.

Um, so of course, this presentation has kind of a sensationalist title. Um, something more accurate would be, “AI isn't solving instead of helping”. Basically the correct tooling for using AI applications in, ah, accessibility workflows, um, doesn't exist yet, 
um, meaning that despite great advances in text-and-image recognition technology, our systems for creating accessible digital archives are relatively unchanged.
[bookmark: _g9a63ty20fv7]Sample Starting Image
Okay, so the impetus for the following was [unclear], ah, receiving an accessibility request to make a work from our archives accessible to a visually impaired student. Um, the book was by Ulyssis Aldrovandi. It's called the Monstrorum Historia. It's about 400 years old, a thousand pages long, handwritten in black letter font on yellowed old vellum with complex decoration, heh, adornments around the margins. It's a tough one, so . . . the challenge is that we need to perform optical character recognition on 1000 complex pages like this, um, it's basically kind of your worst-case scenario for, um, for OCR. 
[bookmark: _acj8wlr7kfa6]OCR and hOCR (HTML Optical Character Recognition)
So, um, just a quick look at OCR and a bit about how it works. So, it's divided into three parts. Um. The first part is the actual recognition right, so it's obviously software that looks at an image of text and predicts what each of the words and the text are, then overlays the digital text over the source image. Um. Its ability to do this varies on many factors that we'll look at. 

The second lesser-known part is the coordinate system that’s embedded in the PDF. Um. So, that's, ah, overlaying the recognized digital word over the image of that word using a coordinate system called hOCR where the h stands for HTML. So HTML-OCR. 

So this what allows for any select anywhere searching of text which involves PDFs. We know how to search and then select text from PDFs. Um. So the hOCR XHTML is embedded in the PDF, um, each word is give an I.D., and basically just a numerical coordinates that corresponds to a section of the image, and then the reader will use that to assemble our textual overlay. So, um, you can see in our image, I’ve, you know, highlighted a chunk of our XHTML, um, hOCR code, and that’s giving coordinates for the word “naturae” which we can see, you know, corresponds to a part of our image.

Ah, the third part is predicting the font. Um, which I didn't know much about, but PDF creation tools would actually recognize the font, they will try to guess the font in the image, um, and they will embed a TTF file of that font in the PDF. Um. So imagine um if you had an image of Helvetica but the font was Times New Roman, it just wouldn't work, right? It's been wouldn’t layout. So the matching fonts is actually an important factor in this.
[bookmark: _tt5q8irs4xo6]Accessibility Tools: Adobe Acrobat
Okay, so looking at accessibility tools, ah, especially with PDF, the big one is Adobe Acrobat. Um, so why PDFs, right? It's the best tool we have responding to accessibility requests from a student. Um, It's an excellent way to easily encapsulate and disseminate information online. Ah, It's very important for archives because it retains the original quality of the source book or image. And then it allows you to kind of . . . interact with the text and the image at the same time, which you don't always get in a web-based experience. Um, but most importantly, it supports the accessibility features that we want.

A PDF, ah, in many ways operates just like a website. It's like a self-contained website, more so than an image format, in that it does have an internal HTML tag structure. Ah, you embed hyperlinks, images, fonts, audio visual content, etc. 

Um, so I think we're probably familiar with the elements of, um, accessible PDFs, right? You have tagging where you can assign an HTML tag to each element. You have the reading order assigning an order, a numerical order to each element for screen reader usage. Um, you have that OCR that we just discussed, the text overlay, which can also be from a born digital source, doesn't need to always be from OCR. Um, you have the alt-text for your images, this is another opportunity for AI, except that it wouldn't work right in Acrobat. You'd have to export your images out, do some kind of, like, recognition software, and then import the output of that back in, which is quite laborious. Um, and then your simple, like, embedded metadata, like title, author, subject keywords, things like that.

So, in the image on the right that's a screenshot of Acrobat. And we can see it's, it's not the best image, but on the left, you can see the tagging structure that Acrobat has assigned to this, you know, kind of generic document over on the right, um, it's just a page from a textbook. Um, and it, it decided that everything, every element was a paragraph. So instead of using, you know, an H1, you know, heading one tag for the title and an H2 tag for the subtitle, um, it just called them paragraphs and, you know, there's citations down at the bottom and, um, it could have been a cite tag or, you know, there's a lot of options that it could have used, and then in that citation, there's some reading order. It's probably kind of hard to see, but it's all, you know, it's completely wrong, it just kind of jumbled it all up, so, um, you could imagine that, you know, manually going through and correcting every element and the order of every item in a several hundred pages long book is almost impossibly laborious.
[bookmark: _12igerwia0ob]Accessibility Tools: Abbyy OCR Editor
Okay, so this is, um, our other big tool that we use this is, um, our usual system for OCR accessibility workflows. Um, so Abbyy, it's a OCR editing and verification tool. Um, it's the typical tool for generating and editing your OCR, um, and then typically you would do 
this first, and then Acrobat for everything else, like you're tagging alt-text, reading order, etc. Um, so ABBYY does its own recognition, the quality can be pretty good, um, so on the left you can see the original image and the generated OCR text on the right. Um, so on the left you can see recognition areas where you define something in green as text or something in red as an image, so this helps guide the OCR process and prevent overlap and errors.  Ah, the right side operates just like a word processor like, like Word, um, where you can manually correct the generated OCR results directly compared to the source.  

So Abbyy is a great tool, overall. Ah, it has some shortcomings, um, the quality of Abbyy's recognition just isn’t at the level of, like, the big corporate tools, like a ChatGPT or a Copilot or something like that. Um, therefore, there's a lot of manual correction that accompanies it, um, which can take hours, or in, in the case of this book, it can take days.

[bookmark: _7qhzywnvgmlq]Using Abbyy’s built-in Pattern Training
So, um, Abbyy, um, supports its own user interface, ah, for, um, ah, 
machine learning training, ah, where you can theoretically train the software to better recognize your, your specific images. Um, I spent a lot of time on this trying to teach it, um, that the, you know, in that word, “physica”, that the long Latin “s” character is actually an “s” and not an “f”. Um, but, it never really figured it out, the, the results weren’t great. 

Um, so it saves, you can save characters as you go along to a character map that you can edit.  Um, and there’s really an art to training, it doesn't always work. You can over train and under train, it has  varying success. So, you know, this is when I decided to start looking at AI solutions ‘cause Abbyy is just, . . . it's a lot of work, probably too much work. Um, I had a student trying to manually correct the Latin OCR from this Monstrorum book and it could take an entire day to do a few pages, so we weren't getting anywhere. Um, we were kind of like trickling pages to our students, um, as we went along. 
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So, um, AI solutions, so I started exploring various AI options. Um, I've broken it into two categories, um, you know, the big giant ones, the corporate giants, and then the smaller free open-source options. Um,so Tesseract being the most notable and widely used one of these, although I did try others, I'm not really going to talk about them here.

Um, so this is where the title of this presentation comes from. Um, in the end none of these options are going to work for us. Um, none of them can create outputs that are going to interface with our Abbyy and Acrobat system and, you know, we'll talk about why in the coming slides. So, you know, on the corporate side you have plenty of options they're all very accurate, um, however, they have many downsides. Um, the big one is that they only produce extracted text so you can give something like ChatGPT, a complicated image of a digitized book page and ask it to transcribe for you and it'll do it very well and very fast and it'll be very accurate. But all I can do is return the plain text. You can't ask it to make a PDF with an hOCR coordinate system. Um, it also can't work with, text, ah, TIF files, which is kind of like your normal digitization format.

And then, of course, there's obvious privacy concerns. I think institutions are still kind of weary about sending too much of their content to these, um, organizations, um, and it costs money. You know, you have to create a subscription and you have to pay for use or get an institutional license. So that's why most institutions use Tesseract, and I do as well.

Um, um, so Tesseract will generate the text. Um, it's a, you know, large language model. Um, it'll read your images, generate the text, and create a PDF with a text overlay and the hOCR coordinate system. 

Um, it's the only tool I've found that actually does that. Um, it also supports sharing of external training data, um, which is very important. It's open source, widely, ah, supported, um, and runs locally on your own hardware, meaning zero privacy concerns. Ah, so it has a lot of advantage of over the others. But of course, there's some drawbacks [unclear]. 
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Um, so just a quick look, that’s, um, that's a snippet of our page and, um, how Tesseract, ah, ah, responded to it. It did, you know, fairly well, um, but it obviously made some mistakes that are marked in red. Um, but, you know, this, this is a particularly tough case. The, the results from this could vary.
[bookmark: _5b0nwjidk7aa]Chat GPT OCR Output vs Source Image
Um, there's ChatGPT. It did a little better, but it's not significantly better. Um, it had better, um, it was able to separate the images out better. But overall, it's not a big difference. Um, and, you know, we were using specialized Latin training data for Tesseract, whereas this is just stock ChatGPT. I think, generally, ChatGPT, like, overall, in most cases, works quite a bit better. Um, but this isn’t really, this is a tough one. So,

Using AI generated extracted text in a PDF

So, just say you were to use something like Chat GPT or some big corporate AI to create a transcription of your pages.

So why not just take that text and copy and paste it into your OCR editor, um, like Acrobat or Abbyy. So let Acrobat run it's inaccurate OCR and then just copy and paste in your own more accurate AI generated text, right? Sounds like a perfect solution. But sadly, it doesn't work like that because Abbyy and Acrobat have no system for importing external text. They both generate their own OCR and expect you to work with that. Um, if you simply select their OCR text, copy and paste your own external text, You're gonna break that HOCR coordinate system that was generated along with the text. Um, so you end up with very [unclear], messy, unusable documents where the searches and selection of the text will be very broken.

Um, here I am searching for the word “humanis” and it doesn't align with the source image at all. Um, so OCR’s editors just aren't as robust as, as you would want them to be.

Um, so just a quick look at Tesseract. Um, um, so, yeah, so we can make a PDF with Tesseract, which will support an OCR text overlay and have the embedded HOCR. Ah, that's the Tesseract interface. Just Linux command line tool, easy to install. Um, you have to download training data for each language you want to use. Ah, people freely distribute their training data online. I found really good Latin training data, um, at a website called latinocr.org, which is handy. Um, the training data is just single file. You drop in a folder, then you just use like a flag like I'm using dash L for LAT here.
Um, so here I'm directing Tesseract to our source image, And, um, from that I created three files, the extracted text in a text file, a PDF containing the uh source image overlaid uh with the recognized text, and a separate HOCR file, which you can edit on your own. Just kind of advanced. Um, so overall Tesseract is awesome and fast. It'll do a whole book in a few minutes, but, you know, we'll get to the drawbacks. Um, so there’s our uh new PDF from Tesseract with the text overlay selected. Ah, beside it, is the extracted text, ah, in a text file open in a text editor so one big Tesseract drawback is that you don't have recognition areas like you do an Abbyy so at the top of the document you can see it's recognized some characters within that image that we don't want. Um, also in that decorative drop cap first letter it found a bunch of characters we don't want and that's not good So, ah, this is where I hit a wall with Tesseract. 
Um, PDFs usually have, as we discussed before, an internal TTF font file. So this helps the text overlay better match the source image text. However, Tesseract uses something called a Glyphless font, as in, it's it’s invisible. And I don't fully understand how [chuckle] that works. Ah, therefore, PDFs made with Tesseract cannot be edited with Adobe Acrobat or Abbyy OCR editor or anything else. They just are how they are. 
Um, so this image on the right is, um, what happens if you try to edit and a Tesseract PDF in Acrobat. It just, it can't understand the text and it just shows black squares in its place. Um, Abbyy would just crash if you try to open this document so you can read the document you just can't edit it and I, you know, reached out to the Tesseract Google groups and their github and, in short, embedding TTF fonts is not a feature that's coming, and it apparently just won't work, um, and there's sources for that at the end of my slides if you're interested. 
So, ah, people are working on home grown solutions to this internet archive has made some tools available and some documentation about working with Tesseract and HOCR. Ah, people have tried to invent all kinds of systems that I won't really get into, many are now unsupported. Um, this is the best tool I’ve found. It's called ScribeOCR. It lets you import an image and the hOCR file together, then you can directly edit the hOCR over top of the source image. Um, like all of those jumble characters in the drop cap, I can just select them, and just hit Delete, um, then re-export. It's really easy. But, you know, it's small. It doesn't support special characters, um, or ligatures. Um, it's, ah, just a single developer who did a really great job. But it would be difficult to use on any large scale.
Ah, so what do we do? Traditional OCR editing is too slow and laborious and, ah, PDFs generated with AI can’t be verified, corrected, or opened in Acrobat, or Abbyy to add additional accessibility features. So basically, we’re stuck with the manual approach. Instead of creating everything, as fully accessible to begin with we’re taking any accessibility requests from students and then making them wait for results. Um, in speaking with my own Accessibility Office, the way to handle this is to focus on meeting the specific needs of each student rather than to try to make everything universally accessible. Um, as in almost everyone will acquire the OCR, but not necessarily semantic tagging or maybe not reading work or et cetera. 
So, um, little development is going on to improve these particular workflows, and at least that I'm finding small pockets of librarians and developers are working on systems, um, like the OCL GovDocs project is making progress. Ah, but it's slow and challenging. Um, it's all very reliant on Adobe, Tesseract, Abbyy to potentially start working together or to expand or probably for something new to come along but there's no telling when that will happen. Um, and we aren't limited to PDFs. Many users will interact with our content through our digital archive websites. The internet archive book reader has a built-in screen reader, multiple viewing options. Um, my institution uses Islandora which is open source and customizable that can offer developmental challenges to support accessible reading. HathiTrust, something like that, just use, you know, they just use the extracted text alongside the images, they got rid of the idea of trying to create the overlays and the complexity involved. 
So ...um, I guess I'm probably short on time here. So I'll kind of just jump to the conclusion. But I mean, one thing that I think is going to happen here is that, you know, people are going to start looking for their own options, right? But that in many cases, students are very likely just kind of dropping these pages into using AI solutions on their own. Um, but that doesn't mean the accessibility requests aren’t still coming in. So, so this doesn't mean that we give up on our accessibility practices because it's, you know, going to take time. The future of accessibility support is probably not solving the problems I brought up today, but most likely relying on new relusions, ah, new solutions to take shape over the future. Ah, okay, and I think I'm probably out of time right there
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Excellent. Thank you, Mark. Um, we do have a question in the Q&A and if anybody else has a question please feel free to to drop it into the Q&A feature. Ah, “does Tesseract replace Abbyy?”
[bookmark: _d58fhsu12dp6]Mark Pellegrino
Um, no. I would love to say yes but like the reality with Tesseract is that you're not seeing, um, a lot of new training data develop as I think people are moving on to like the bigger, you know, the, the, the bigger more trained, you know, Tesseract was always just trained by small groups of academics and things and it's hard to compete with the kind of training that's going on with Microsoft and open AI but I really would love for Tesseract to be the best solution but for now um Abbyy gives you that total control to make sure that every character is correct with Tesseract, you just don't get that, unfortunately. And I don't know if you will, I'm seeing less and less development around Tesseract, and people moving to things like the open AI, API, is just so easy to use, but again, privacy concerns.
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Excellent. Ah, any other questions for Mark? Okay. We'll, we’ll give it a couple of can, because we do still have a couple of minutes here. But uh Mark, that was a fascinating, um, ah, talk. I know that AI is the topic on everybody's brains. And how can it be applied? And, and now after, how can it be applied it’s, is it actually successful? Um, and, ah, I know that in the accessibility community, this is the conversation that is happening. So I really appreciate, um, your perspective. Ah, accessibility in archives is something that doesn't get a lot of attention. So, um, thank you for your work here. And, ah, we look forward to, um, continuing, ah, to hear more about developments. 
Ah, we do have one more question. “Would an art AI be able to do the text recognition?”
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Oh, ah, I'm not sure what you mean by art AI but, um, like, like, most likely, like all of those AI, like, you know, like Copilot is great and Google Vision is great and Open AI.  They all work, um, and they'll recognize pretty much anything whether it's words or images, it's just all they give you is the text right, so I'm in a unique position where I'm thinking about archival content where I want the text right there with my images because of the quality of the source. But, I mean, a student could easily just take an image from one of these books and throw it into ChatGPT and say tell me what this says and, yes, it would recognize it nearly perfectly. But, um, in a way that allows me to incorporate with my imagery that doesn't really exist. And I kind of wanted PDF to be the perfect. It's kind of like the perfect scenario, you have the image of the overlay, and then you have all the accessibility features and a compact file size is easy to distribute, um, but it's really hard to make.
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Excellent! Ah, oop, – One more question has come in. “Are there any AI’s trained to do shape recognition and generation to generate ‘art’? Would this type of training help?”
[bookmark: _2ljqqcx6m3dk]Mark Pellegrino
Um, like, in terms of, in terms of me being able to, you know, make a PDF with my, all of my accessibility features and my, you know, hOCR coordinate system and my textual overlay. They can't do that yet. So the recognition technology is excellent. Um, and I think what's going to happen in time is that, yeah, eventually something like ChatGPT, you'll be able to say, like, give me, you know, it might take years but you’ll be able, to say give me a pdf with, um, ah, all of those features and it should be fine.
[bookmark: _gaalk57psf3k]Michael Clark 
Excellent. Ah, no other questions in the Chat. So I think, um, maybe, ah.
[bookmark: _4d1vqn8bwdkq]Mark Pellegrino
I might have rushed cuz I thought I was done at 12:15, but according to the schedule, but maybe I was wrong about that.
[bookmark: _wpgh03yi7f8x]Michael Clark
Uh, we we like to leave a little bit of time for, for questions, um. If there's anything else that you'd like to, to throw on, otherwise, I think we're, we’re nearing the end of it. Um.
[bookmark: _t56zgkmc3q6x]Mark Pellegrino
No, I'm all set. Thanks.
[bookmark: _5paznnr2bjw8]Michael Clark
Excellent. Well, then, I think with no other questions in the module, ah, Mark, thank you so much for this presentation. It was wonderful.
[bookmark: _x9vsd2wmboz1]Mark Pellegrino
Great. Thanks everyone.
[bookmark: _z9qzvpc0jr6l]Michael Clark
Excellent. Ah, well, that concludes the 2025 OCUL Accessibility Symposium. Before we sign off and let you back to your lives and lunches, on behalf of the Planning Committee, I do want to offer some deep and heartfelt thanks to a variety of folks. 
Thank you to all of the presenters, panelists, and our keynote, Amanda Leduc, for your time, your experience, and your expertise. The last three days have been informative and enlightening and give us all much to consider when returning to our institutions. Thank you to the ASL interpreters and the live captioners for being an essential part of making this event as accessible as possible and a pre-emptive thank you to those who have volunteered to help us ensure that the transcripts of the recordings are accurate and equally valuable. Those recordings of each session will be available on the OCUL YouTube channel as soon as possible with full captions and transcripts and we will let you know when they are up. Thank you to OCUL for your support in planning and funding the event. It literally would not have happened without you. 
Ah, for more than 10 years, the OCUL Accessibility community has been a collective of accessibility advocates united in the effort to make our libraries and their services accessible to all users. If you aren't a member of the community already, I highly recommend you reach out to the moderators and request to join. Finally, we want to thank you, our attendees who were able to join us live and those of you who are watching the recordings when and where works for you. Events like this are an opportunity for us to come together and remember that none of us do this work alone. We are all in this together. Now, one final plug, if you haven't already, please fill out the feedback form so that we know how to make the next symposium even better than this one. The work towards accessibility and inclusive libraries never stops, but sadly this event does. Thank you for joining us and we look forward to the next time we meet.



